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Abstract In this paper, we compare different approaches
for classification of aerial images based on descriptors com-
puted using visible spectral bands as well as additional
information obtained from the near infrared band. We also
propose different methods for incorporating dimensional-
ity reduction into descriptor extraction process for both
global and local texture descriptors aiming at obtaining low-
dimensional descriptors from multispectral images. Further-
more, we examine classification accuracy in cases when
small training sets are used. For evaluation purposes, we use
an in-house high-resolution aerial image dataset, with images
containing visual and near-infrared spectral bands, as well as
UC Merced land-use dataset. We achieve the classification
rates of over 90% on in-house dataset. For UC Merced, we
obtain classification accuracy of 91% which is an improve-
ment of about 3%compared to the state-of-the-art color SIFT
descriptors.

Keywords Gist descriptor ·SIFT descriptor ·Multispectral
remote sensing image classification · Land use/land cover

1 Introduction

In recent years, new approaches based on image descrip-
tors computed using both spectral and spatial information
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available in remote sensing images have achieved state-of-
the-art results in classification of high-resolution imagery.
Although pixel-based classifiers traditionally use available
multispectral data [1], most remote sensing image descrip-
tors are computed using only panchromatic images or, at
best, images with visible spectral bands [2–9]. Although this
improves classification accuracy, it is noticeable that even in
cases where only three spectral bands are used, total dimen-
sionality of descriptor can be very high, thus with additional
bands available in multispectral images descriptor dimen-
sionality can increase rapidly.

In this paper, we investigate different schemes to extract
texture descriptors from available spectral bands in order to
construct low- dimensional image descriptor, while preserv-
ing good classification accuracy on the task of block-based
aerial image classification. Thus, the proposed schemes use
both texture descriptor extraction and dimensionality reduc-
tion based on principal component analysis (PCA). We per-
form experiments using two state-of-the-art image descrip-
tors which combine spectral and spatial information, namely
Gist descriptor [10], which is a baseline in scene classifica-
tion, and scale-invariant feature transform (SIFT) descriptor
[11] used in bag-of-words (BoW) framework [12], which
has been successful in object recognition. Besides com-
puting, the descriptors using the raw pixel data we also
make use of the fact that pixel values in different spec-
tral bands are correlated and decorrelate them using PCA
prior to descriptor computation. We show that, in the case
of SIFT descriptors, classification accuracies benefit from
this decorrelation. Section 2 gives a short review of used
descriptors and decorrelation approach. Section 3 presents
used data and experiment methodology. Proposed methods
are evaluated on two different aerial image datasets. The first
one is an in-house dataset obtained by dividing a pair of
high-resolution RGB and CIR airborne images into blocks
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assigned to five different classes. The second one is land-
use/land- cover (LULC) dataset fromUCMercedwhich con-
tains images from 21 different classes [2,8]. Since it is often
the case that there are only a small number of training block
available for some LULC classes, we examined the perfor-
mances of classifiers trained using small and equal training
sets.

The main contributions of this paper are as follows: (1)
systematic evaluation of Gist as well as SIFT-based BoW
image representations obtained from RGB and NIR spectral
bands at the task of aerial image classification, (2) investi-
gation of different possibilities of incorporating dimension-
ality reduction approaches into descriptor extraction process
to circumvent the problem of high descriptor dimensionality
obtained for multispectral images, (3) investigation of effects
of small training set size on classification accuracy, and (4)
introduction of a new LULC dataset with images with RGB
and NIR spectral bands.

The significance of texture for aerial image classifica-
tion, object recognition and scene classification [4,6,7,13–
16] raised the issue of efficient way to use texture descrip-
tors in applications where color and multispectral images
are available. In [4], different texture representations are
compared as representations of multispectral remote sensed
imagery in a content-based similarity retrieval scenario. In
the remote sensing image analysis, local descriptors have
recently been evaluated at the tasks of remote sensing image
retrieval, detection of complex geospatial objects [14], and
classifying remote sensing images into LULC classes [5,8].
Although information from the NIR spectral band have tra-
ditionally been used in remote sensing image analysis, the
first efforts to include it into local descriptors came from
the general-purpose scene category recognition community.
Multi-spectral SIFT (MSIFT) was proposed in [17] and fur-
ther investigated in [18] where systematic tests of various
spectral bands’ combinations were performed. Authors in
[19] made systematic evaluation from the point of invariance
properties of different color descriptors for object and scene
recognition tasks. They also reported good performance of
local SIFT-based descriptors on the task of object recogni-
tion.

2 Image descriptors computed using RGB and NIR
spectral bands

2.1 Gist descriptor

Gist descriptor was first proposed in [10] for scene clas-
sification. By capturing the spatial envelope of the scene,
it provides a global image representation which has been
shown to be effective in natural scene classification. Its
computation starts by filtering the image using a Gabor fil-

ter bank which consists of scaled and rotated Gabor filters
[3]. The impulse response of a Gabor filter is given by:

g (x, y) =
(

1

2πσxσy

)
e
− 1

2

(
x2

σ2x
+ y2

σ2y

)
+ jΩx

, (1)

where σx and σy define the bandwidth and Ω is the cen-
tral frequency of the filter. Function (1) can be consid-
ered as Gabor mother wavelet, so its scaled and rotated
versions can be seen as Gabor wavelets. The responses of
the Gabor filters are then averaged in blocks of a 4 × 4
non-overlapping grid. Therefore, Gist descriptor consists
of means of Gabor filter responses in these 16 blocks.

gist = [
μ1,1,1 . . . μ1,K ,1 . . . μS,K ,1 . . . μS,K ,16

]
, (2)

where μi, j,k is the average of the Gabor transform coef-
ficients at scale i = 1, . . . , S, orientation j = 1, . . . , K
and in the block k = 1, . . . , 16. Thus, for each spec-
tral band, we obtain a descriptor whose dimensionality is
16SK .

Gist descriptor is originally proposed for grayscale
images. Taking into account, additional spectral bands in the
case of multispectral images is possible by concatenating
descriptors obtained for different spectral bands. The over-
all descriptor dimensionality is 16BSK , where B number of
available spectral bands.

2.2 SIFT descriptor

SIFT descriptor [11] is basically a histogram of gradient ori-
entations in the neighborhood of an interest point. In image
classification, it is mainly used in the bag-of-words (BoW)
framework. The main idea underlying this framework is to
vector quantize the SIFT descriptors and to represent an
image using a histogram of codeword occurrences. In this
paper, we consider two approaches for computing BoW rep-
resentation for multispectral images. The first one is multi-
spectral SIFT (MSIFT), proposed in [17]. To obtain MSIFT,
we first compute SIFT descriptors for each of the four spec-
tral bands: red, green, blue and NIR and concatenate them.
MSIFT descriptors are then vector quantized using k-means
algorithm, and the BoW representation is obtained analo-
gously to the grayscale SIFT case. The second approach also
starts with computing SIFT descriptors for all spectral bands.
Instead of their concatenation, all the original descriptors
are vector quantized and BoW representation is obtained.
We named this representation multispectral bag-of-words
(MBoW). To the best of our knowledge, this is a new approach
to adding multispectral information into SIFT-based BoW
image representation.
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2.3 Decorrelating spectral bands

Besides using the raw image data, in the long-standing tra-
dition of multispectral image analysis in remote sensing [1],
we added a preprocessing step and applied PCA to pixel
values. If we consider feature extraction from RGB+NIR
images, let m = [r, g, b, i]T , be a 4-D vector of pixel val-
ues in red, green, blue, and NIR spectral bands, respec-
tively. By applying PCA, we obtain a new decorrelated color
vector:

p = [p1, p2, p3, p4]
T = Prgb+nirm. (3)

where Prgb+nir is decorrelation matrix and p is transformed
vector of pixel values. Decorrelation matrix is computed
using 10% randomly chosen pixels taken from the images
in the dataset (to be described in the next section). We
normalize the pixel values in the new color vector to the
interval [0, 1]. Descriptors are then computed using the
values from this new color vector. For comparison pur-
poses, we also perform decorrelation of RGB color bands.
Although data dependent, decorrelation matrix has similar
role as conversion to opponent color space, which, accord-
ing to [19], can improve classification results. To make the
difference between the descriptors calculated from decor-
related data and descriptors calculated from raw image
data, in the first case, descriptors are labeled with suf-
fix PCA, (eg. Gist PCA or MSIFT PCA). Furthermore,
suffixes RGB or RGB+NIR are used to distinguish cases
were visual spectra is used and when additional data from
near-infrared band is used (eg. Gist PCA RGB or MBoW
RGB+NIR).

2.4 Dimensionality reduction

Importance of texture descriptors in the field of aerial and
satellite image analysis and classification was de-monstrated
in numerous papers. Good discriminative characteristics of
texture descriptors often come with the cost of high dimen-
sionality, which increases significantly by putting together
data from each spectral band of multispectral images.

Inspired by the earlier work [20], in this paper, we con-
sider two ways for incorporating dimensionality reduction:
Applying PCA on the descriptor obtained by concatenat-
ing descriptors extracted from each spectral band sepa-
rately (labeled as DescriptorConc, shown in Fig. 1a), and
applying PCA on descriptors extracted from each spectral
band separately and then concatenating them into a final
descriptor (labeled as DescriptorBand, shown in Fig. 2b).
In the latter case, we define effective descriptor length as the
total length of the resulting descriptor after the concatena-
tion.

3 Experiment setup

3.1 Used data

In-house dataset The first dataset used in this research is
obtained from a pair of RGB and NIR images of the same
scene and within the same spatial resolution of 1m. They
have been divided into 850 non-overlapping blocks of size
80 × 80 pixels, which have been manually classified into
five visually distinguished classes, as shown in Fig. 2a.1 The
blocks that could not be reliably classified into one of these
classes have been omitted.

UC Merced dataset The second dataset is a dataset from
UC Merced which contains high-resolution aerial images of
size 256 × 256 pixels taken from USGS National Map.2

They have been manually classified into 21 land-use classes.
Each class contains 100 images and examples can be seen
on Fig. 2b. UC Merced represents a more challenging clas-
sification task since it contains visually similar but different
land-use classes.

3.2 Methodology

We compare performances of the proposed descriptors in
the cases when descriptors are extracted from visual spec-
tra (RGB) as well as extended spectra (RGB+NIR). More-
over, we experiment with the introduction of a preprocess-
ing step which includes pixel decorrelation on both visual
spectra (PCARGB) and extended spectra (PCARGB+NIR).
While conducting the experiments on the in-house dataset
for each image, we compute Gist, as well as the two BoW
representations. For computing the Gist descriptors, we use
Gabor filter bank at 4 scales and 8 orientations which yields
1536-D descriptors for RGB images and 2048-D descrip-
tors for RGB+NIR images. SIFT descriptor is computed
for patches of size 8 × 8 pixels with a step of 4 pix-
els. SIFT dimensionality for one spectral band is 128-D
and MSIFT dimensionality is 3 × 128 = 384-D for RGB
images and 4× 128 = 512-D for RGB+NIR images. When
RGB images are considered, we also compare the pro-
posed descriptors with the best-performing descriptors from
[19].

ForUCMerceddataset,we compare our approachwith the
results obtained using best-performing SIFT-based descrip-
tors from [19] as well as with the results given in [2,8,12].
Gist descriptor is computed in the same way as for in-house
dataset, while we use patches of size 32× 32 pixels with the
step of 2 pixels for SIFT-based descriptors.

1 Available at: dsp.etfbl.net/aerial/rgbnir.zip.
2 Available at: http://vision.ucmerced.edu/datasets.
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Fig. 1 a Scheme for extracting
DescriptorConc from
multispectral image and b
scheme for extracting
DescriptorBand from
multispectral image. DescR is
used to denote descriptor with
reduced dimensionality for a
given spectral band

Gist descriptors are computed using the code provided by
the authors of [10], SIFT descriptors, and BoW represen-
tation using VLFeat library [21], and descriptors described
in [19] are computed using the publicly available code.3 In
order to tune up the descriptor extraction for BoW model,
we first evaluate the impact of the codebook size on the clas-

3 ColorDescriptor software can be downloaded from http://koen.me/
research/colordescriptors/.

sifier accuracy. Then we fix the codebook size to the value
for which the best results have been obtained and perform
further experiments. Multiclass classification is performed
in one-versus-all manner. The reported results are obtained
by averaging the classification accuracies over 10 different
random training/test splits of the dataset. The experiments
are performed using MATLAB. For classification, we used
support vector machines with radial basis function kernel as
implemented in LIBSVM [22].
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Fig. 2 aExamples of blocks by classes (RGBon left andNIRon right).
From left to right: grayfield, greenfield, houses, river, and woods. b
Examples of blocks by classes from top to bottom and left to right:
agricultural, airplane, baseballdiamond, beach, buildings, chaparral,

denseresidential, forest, freeway, golfcourse, harbor, intersection,medi-
umresidential, mobilehomepark, overpass, parkinglot, river, runway,
sparseresidential, storagetanks, and tenniscourt (color figure online)

Table 1 Mean classification accuracy ± standard deviation (percent)
for Gist descriptors on in-house dataset

Gist RGB Gist PCA RGB Gist RGB+NIR Gist PCA RGB+NIR

88.75 ± 2.07 89.53 ± 2.02 90.77 ± 1.55 86.73 ± 1.91

4 Classification results

4.1 In-house dataset

Classification using descriptors with full dimensionality. In
this set of experiments, we randomly split each class into
the training and test sets of approximately the same size. We
compute the image descriptors as described above and train
multiclass SVM classifiers. We repeat this process ten times
and report the average classification accuracies. The results
for Gist descriptor are given in Table 1. Comparing perfor-

mances when descriptors are extracted from images in the
visual spectrum, we can see that pixel decorrelation slightly
improves classification accuracy. Furthermore, including the
additional information from the near- infrared band improves
classification accuracy for about 2%. However, in this case,
pixel decorrelation fails to additionally improve the classifi-
cation accuracy.

Considering MSIFT descriptor, we first investigate the
dependence of the classification accuracy on the size of the
codebook. In Fig. 3a, the classification accuracies versus the
codebook size for MSIFT descriptors are given. The accura-
cies are pretty much leveled for the tested range of codebook
sizes. The fluctuations are mainly due to the local minima of
the k-means algorithm. Adding the data from the NIR spec-
tral band improves the results over the RGB case for 1.5%
for the original, as well as for 2.5% for PCA transformed
spectral bands. PCA transformation of the spectral bands
also improves the classification performance over the origi-
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Fig. 3 Plots for various
experiments on in-house dataset,
from (a) to (e), and experiments
on UC Merced dataset (f) and
(g). a Classification performance
of MSIFT representation for
different codebook sizes. b
Classification performance of
MBoW representation for
different codebook sizes. c The
effect of dimensionality
reduction on classification
accuracies for Gist descriptor. d
The effect of dimensionality
reduction on classification
accuracies for MSIFT. e The
influence of training set size for
best-performing descriptors. f
The effect of dimensionality
reduction on classification
accuracy g The influence of
training set size on classification
accuracy
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nal spectral bands, both for RGB (1%) and RGB+NIR (2%)
cases. In Fig. 3b the classification accuracies versus the code-
book size in the cases of MBoW representations are given.
We can see that, by including the NIR spectral band, the clas-

sification accuracy is marginally improved compared to the
RGB only case. PCA transformation of the spectral bands
again improves the performance over the original bands.
Pixel decorrelation in the case when additional NIR band
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Table 2 Comparison of classification accuracy (mean± standard devi-
ation) for in-house dataset

Descriptor Accuracy

Gist 88.75 ± 2.07

MSIFT 84.33 ± 1.70

MBoW 85.23 ± 2.46

Opponent SIFT 77.93 ± 1.09

cSIFT 85.14 ± 1.75

rgSIFT 82.57 ± 1.89

HSVSIFT 80.88 ± 2.03

Only images in visual spectrum are used

is used almost does not improve the performance, which is
different than for the Gist descriptor, Table 1. The reason for
this difference can be found in lower dimensionality of SIFT-
based descriptors which is less susceptible to noise. Based
on the results from the previous experiments, in all further
experiments based on BoW, codebook size is set to 1,300.

In order to compare the classification accuracies of Gist
and SIFT-based color texture descriptors on the in-house
dataset to the other approaches in the literature, we extracted
best-performing SIFT-based descriptors described in [19]
using patches of size 8 × 8 pixels and step of 4 pixels.
This experiment was done using visible spectrum only, since
descriptors presented in [19] support only RGB information.
Results are summarized in Table 2. We can notice that Gist
descriptor outperformed all descriptors based on local tex-
ture and color features. Although Gist features are dependent
on orientation which can be a drawback whenGist is used for
aerial image classification, it seems that classification accu-
racy on in-house dataset is not significantly affected by this
property. One of the reasons may be the fact that blocks from
different classes (Fig. 2a) are visually distinct, and there are
no significant geometric transformations in the dataset.

Descriptors with reduced dimensionality For this experi-
ment, we use Gist and MSIFT features which showed better
classification performances compared to other approaches
when extended spectra is used. Dimensionality reduction is
incorporated into descriptor extraction process as described
in Sect. 2.4. The results for Gist descriptor are given in Fig.
3c.We can see that the two cases when dimensionality reduc-
tion is performed on each band separately outperform the
other variants. Descriptors extracted from previously decor-
related spectral bands once again failed to achieve noticeable
result, especially for low dimensionality. Additional infor-
mation from the near-infrared band improves GistBand per-
formance for about 1% compared to the performance based
on visible spectra only. It is also interesting to notice good
classification accuracy for GistConc RGB+NIR, 91.50% for
dimensionality of 384. GistBand RGB+NIR achieves similar

Table 3 Best performance mean classification accuracy ± standard
deviation (percent) on in-house dataset

Descriptor Spectral bands

RGB RGB+NIR

Gist 88.75 ± 2.07 90.77 ± 1.55

GistBand 90.82 ± 1.60 (48) 92.35 ± 1.46 (48)

GistConc 90.36 ± 2.03 (192) 91.31 ± 1.58 (512)

MSIFT 85.40 ± 1.90 86.91 ± 2.43

MSIFT PCA 86.42 ± 1.93 88.93 ± 1.70

MSIFTBand PCA 85.59 ± 2.42 (192) 88.41 ± 2.20 (192)

MSIFTConc PCA 86.53 ± 2.46 (192) 88.30 ± 1.75 (48)

MBoW 86.29 ± 2.11 86.51 ± 1.58

MBoW PCA 87.96 ± 2.40 88.04 ± 1.97

performancewith significantly lower dimensionality, namely
91.38% with 96-D effective length descriptors.

MSIFT descriptor is obtained by concatenating SIFT
descriptors for different spectral bands. The obtained results
are shown in Fig. 3d for the cases ofMSIFT descriptors com-
puted for RGBandRGB+NIR imageswith PCA transformed
spectral bands. For RGB images and low dimensionality
(12-D), the results when PCA is applied to the full MSIFT
descriptor (MSIFTConc PCA RGB) are better compared to
the variant with PCA applied to SIFT descriptors band-wise
(MSIFTBand PCA RGB). The reason for this behavior is
the extremely low dimensionality of SIFT descriptors com-
puted for individual spectral band in this case (4-D) which
is not enough to capture discriminative information. When
we add the NIR spectral band to the descriptor, the situa-
tion in the low-dimensional case is similar. PCA applied to
the full MSIFT descriptor (MSIFTConc PCA RGB+NIR)
attains approximately the same value (around 88%) as with-
out dimensionality reduction (cf. Table 3) for forty-eight-
dimensional case. For higher dimensionalities, the accuracies
in both cases decrease. The reason for this is the inclusion of
dimensions containing small percent of the total descriptor
variance which are strongly affected by noise in data.

Size of the training set Selection of the training data is a
very important step in remote sensing image classification
workflow [1]. Since it is hard to manually annotate a large
number of images from each class in order to obtain a repre-
sentative training set, it is of interest to test the classifier with
different sizes of the training set. We varied the number of
training images per class from 5 to 35 in steps of 5. If we take
only 5 blocks from each of the five classes for training and
compare it with total size of original airborne image, it is easy
to show that only 2.37% of the image is used for training,
which is significantly smaller set compared to the traditional
50–50% split. In this experiment, we use only the descriptors
with the best performance in the previous experiments Gist,
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GistBand and MSIFT PCA. The results are given in Fig. 3e.
We can see that, for both descriptors, only 5 training images
is needed in the RGB+NIR case to achieve the classifica-
tion accuracy of almost 80%. In all cases, the performances
are pretty much leveled starting from 20 training images per
class.

Summary The best results for all the approaches are sum-
marized in Table 3. First, we report the results for the descrip-
torswith full dimensionality computed on raw spectral bands.
In the case of SIFT-based descriptors, we also include the
results obtained after decorrelating the pixel values using
PCA, as described in Sect. 2.2. Decorrelation of the pixel val-
ues in this case improves the classification accuracy which
is not the case with Gist descriptors. The classification accu-
racies for the descriptors after dimensionality reduction are
accompanied by the dimensionalities of the resulting descrip-
tors (in parentheses). Reduction of dimensionality improves
the performance in the case of GistBand RGB+NIR descrip-
tors for 2%. In the case ofMSIFT-based descriptors, the clas-
sification accuracies obtained using descriptors of reduced
dimensionality are leveled with the accuracies obtained for
the original descriptors. The best accuracy usingMBoW rep-
resentation is around 1% lower than using MSIFT. For Gist
descriptors, the accuracy is over 90%, which can be pre-
served even with the dimensionality of 12 per band. The
accuracy for BoW approaches is somewhat lower although
still close to 90%. We believe that these descriptors encode
complementary information, similarly to the findings of
[6] and it is of interest to present the results for both of
them.

4.2 UC Merced dataset

To further evaluate descriptor performance, we repeat the
experiments done with in-house dataset on UC Merced
dataset. In this set of experiments, we train the classifiers
using 80 images from each class and test on the rest. For
the experiment with descriptors of full dimensionality, we
use both Gist: two proposed SIFT approaches and best-
performing descriptors from [19]. We also evaluate perfor-
mances of Gist and MSIFT descriptors in experiments with
reduced dimensionality as well as with training sets of differ-
ent sizes. In order to have fair comparison, we use the same
split on training and test images to train classifiers when dif-
ferent descriptors are used.

Classification using descriptors with full dimensionality
Classification using descriptors with full dimensionality is
done using Gist descriptor and SIFT descriptors with the best
performance on the previous dataset. Experimentswith SIFT-
based descriptors with different codebook sizes are omitted
and the codebook size is set to 1300 in order to have fair
comparison of different approaches. Classification accura-
cies are given in Table 4. We can see that local descriptors

Table 4 Comparison of classification accuracy (mean± standard devi-
ation) forUCMerced datasetwithRGB-based descriptors of full dimen-
sionality

Descriptor Spectral bands

RGB PCA RGB

Gist 74.14 ± 1.93 77.76 ± 2.62

MSIFT 88.92 ± 1.39 90.97 ± 1.81

MBoW 88.60 ± 1.70 88.31 ± 1.38

cSIFT 88.17 ± 1.17 88.76 ± 1.74

rgSIFT 88.24 ± 1.89 87.71 ± 1.33

BoWV [8] 71.86 N/A

SPMK [12] 74.00 N/A

SPCK++ [8] 76.05 N/A

Dense SIFT [2] 81.67 ± 1.23 N/A

The results from the literature were obtained for grayscale images

extracted from RGB images significantly outperform Gist
descriptor as well as approaches based on grayscale images
reported in the literature. In the case when Gist and MSIFT
descriptors are used, we can notice that pixel decorrelation
improves classification accuracy by 2 and 3% for MSIFT
and Gist, respectively. On the other hand, MBoW, cSIFT,
and rgSIFT do not benefit from pixel decorrelation. As it
was described in [19], cSIFT descriptor is extracted from
the opponent color space in order to make it scale-invariant
with respect to light intensity, thus additional color transfor-
mation is not expected to improve classification accuracy.
We can notice that pixel decorrelation does not increase per-
formance when MBoW descriptor is considered contrary to
MSIFT and Gist cases. MSIFT extracted from decorrelated
RGB color space achieves classification accuracy of nearly
91%, which is the best result reported for UCMerced dataset
so far.

Descriptors with reduced dimensionality In this experi-
ment, we use two descriptors: two different ways to incorpo-
rate dimensionality reduction and two different color spaces
(raw RGB and decorrelated RGB). There are eight different
descriptor variants in total. Results are given in Fig. 3f. As
we can see,MSIFT significantly outperformsGist descriptor.
While classification accuracies obtained with Gist descrip-
tors do not exceed 78%, classification accuracy in the case
when PCA is applied to fullMSIFT descriptor (MSIFTConc)
can achieve 86% even for 12-D descriptor. For MSIFTConc
pixel, decorrelation slightly improves classification accuracy
in most of the cases. The improvement is even larger in the
case when PCA is applied to the individual spectral bands
(MSIFTBand). In the case when Gist descriptor is used, we
can notice that pixel decorrelation improves classification
accuracy for about 3–5%.

Size of the training set Since each class in UC Merced
database has 100 images, we start with 10 training images
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per class and increase the number of training images in steps
of 10 until the number of 90 training images is reached. As
in the previous experiment, we use Gist and MSIFT descrip-
tors extracted from raw data as well as from decorrelated
pixel values. Results are shown in Fig. 3g. The classifica-
tion accuracy clearly benefits from more training images,
but start to saturate around 60–70 training images. As we
can see, MSIFT descriptor gives at least 10% better clas-
sification accuracy compared to Gist descriptor. Also, pixel
decorrelation improves classification accuracy for both Gist
and MSIFT for about 3–5%.

Summary Looking at the results, we obtained on UC
Merced dataset in the previous experiments, we can give
some important concluding remarks. First, we can notice
very good classification performance of MSIFT descriptor
extracted from previously decorrelated data. In this case,
we used MSIFT PCA RGB descriptor of dimensionality
384-D to obtain classification accuracy of nearly 91%,which
represents an improvement for about 3% compared to the
state-of-the-art SIFT-based color descriptors and 10% com-
pared to the best result obtained using grayscale descrip-
tors. Gist descriptor fails to achieve noticeable classification
accuracy which is due to its limited robustness to geometric
transformations.We can also notice excellent performance of
MSIFTConc descriptor for very low dimensionalities. Con-
sidering the influence of the size of training set we can notice
regular progression of performancewith the increase of train-
ing set size for both Gist and MSIFT descriptors. Finally,
from the Fig. 3g we can clearly see that pixel decorrelation
does improve classification performances for both Gist and
MSIFT descriptors.

5 Conclusion

In this paper, we investigated the possibilities for including
additional information from near-infrared spectral band into
texture descriptors and to examine different ways to incor-
porate dimensionality reduction techniques into the process
of descriptor extraction from multispectral images. We also
examined the influence of small training set on classifica-
tion accuracy as well as pixel decorrelation prior to descrip-
tor extraction. Results of detailed experiments with Gist and
SIFT descriptors extracted from images in visual and NIR
spectral bands were presented and it was shown that the addi-
tion of the multispectral information is beneficial for block-
based aerial image classification. Furthermore, we showed
that in the case when local descriptor is used (SIFT-based
classification), additional improvement is possible by decor-
relating pixel values in different spectral bands using PCA.
In the case of SIFT-based classification, we concluded that
concatenation-based approach, after which the dimensional-
ity reduction is performed, is able to retain good classifica-

tion performance on both datasets we used. Finally, it is very
important to notice that these descriptors are able to achieve
good classification accuracies even when small training sets
are used.
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